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In applications where high sensitivity is required, the internal gain mechanism of avalanche photodiodes can

provide a performance advantage relative to p-i-n photodiodes. However, this internal gain mechanism leads to
an excess noise that scales with gain. This excess noise term can be minimized by using materials systems in which
impact ionization is initiated primarily by one carrier type. Recently, two Sb-based materials systems, AlInAsSb
and AlGaAsSb, have exhibited exceptionally low excess noise, particularly for III-V compound materials. There are
four important considerations that can impact the excess noise measurements in such low-noise materials. These

considerations deal with the excess noise factor calculation method, measurement RF frequency, measurement
wavelength, and the gain calculation method. In this paper, each of these factors is discussed, and their implications
on excess noise are considered. © 2023 Optica Publishing Group

https://doi.org/10.1364/JOSAA.493819

1. INTRODUCTION

For applications where high sensitivity is required an avalanche
photodiode (APD) can provide a distinct advantage over a
simple p-i-n photodiode owing to its internal gain mechanism
created by impact ionization. Asa result, APDs have been widely
deployed in a wide range of applications including high-speed
optical communications, lidar, imaging, and single-photon
detection [1]. However, impact ionization is a stochastic process
resulting in a shot-noise power described by

Napp = 29 (Iphoto + Laark) RA fM* F (M), (1)

where g is the elementary charge, Ijpoo and Ik are the
photocurrent and dark current, respectively, R is the system
impedance, A f is the system bandwidth, A is the gain, and
F (M) is the excess noise factor. The excess noise factor in an
APD is frequently expressed using the local field model [2],

F(M)=kM+ (1= B2~ 1/M), 2

where £ is defined as the ratio among B, the hole impact ion-
ization coefficient, and «, the electron impact ionization
coefficient. For the lowest impact on APD noise, a £ factor
of zero gives an excess noise factor that approaches 2 at high
gain. Silicon is a well-known material with a near-zero # factor
of ~0.01 [3]. Recently two Sb-based material systems have
emerged, Al.In;_,As,Sb;_, (hereafter Al,InAsSb) grown
on GaSb [4-7], InP [8], and Al,Ga;_,As,Sb;_, (hereafter
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Al,GaAsSb) grown on InP [9-11], both of which have exhibited
near-zero k factors on the order of 0.01-0.05.

When measuring the excess noise of an APD, especially those
with low-#£ factors, there are several factors to consider regarding
the proper measurement and calculation of F (M). Specifically,
this paper presents four considerations that affect the resulting
F(M). The first consideration compares the calculation of
F (M) using a single reference point versus a calculation based
on a reference line. Second, three measurement setups are pre-
sented for performing measurements at different operating
frequencies. Third, the wavelength dependence of F(M) is
considered. Finally, two different gain correction methods are
presented to compensate for bias-dependent responsivity in the
APD structure. Each of these four considerations is explained in
the subsequent sections.

2. DEVICE GROWTH AND FABRICATION

To perform this study, Al 7InAsSb epitaxial layers were grown
as a digital alloy on an 7-type GaSb substrate via molecular-
beam epitaxy as described in a previous publication [12].
Figure 1 shows a schematic cross section of the device. Circular
mesas were defined using standard lithography techniques.
Mesas were formed using a CsHgO;:H3PO4:H,0,:H,0
(10 g:6 ml:3 ml:60 ml) wet etch. Ti/Au (10 nm/100 nm)
contacts were deposited for both the p- and n-contact layers.
Finally, the mesa sidewalls were passivated with SU-8 to reduce
the surface leakage current.
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p-GaSb, 1x10'° cm3, 30 nm
p-Aly7InAsSb, 2x10'8 cm3, 100 nm

uid-Al, ,InAsSb, 1000 nm

n-Aly ;InAsSb, 2x10'8 cm-3, 200 nm
n-GaSb substrate

Fig.1. Schematic cross section of the Aly ;InAsSb p-i-n APD struc-
ture used in this paper.
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Fig. 2. (a) C-V curves under blackout conditions and ~46 W
of 543 nm illumination for a 100 wm diameter device. (b) C-V curve
(black) and depletion width versus voltage curve (red) for a 200 pum
diameter device under blackout conditions, and (inset) the doping
concentration versus depletion width calculated from the C-V curve.

3. CURRENT-VOLTAGE AND
CAPACITANCE-VOLTAGE CHARACTERISTICS

Current-voltage (I-V) measurements were performed with a
Keithley 2400 SourceMeter. Figure 2(a) shows the dark current,
measured under blackout conditions, and photocurrent, under
~46 uW of 543-nm He—Ne laser illumination for a 100 um
diameter device.

Capacitance-voltage (C-V) measurements were performed
with a HP 3275A LCR meter at 1 MHz under blackout con-
ditions. Figure 2(b) shows a C-V curve and a depletion width
versus the voltage curve for a 200 pm diameter device. The
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depletion width was calculated assuming a parallel plate capaci-
tor model where a relative permittivity of 13.9 was used. The
inset of Fig. 2(b) shows the calculated doping concentration ver-
sus the depletion width extracted from the measured C-V, using
a method detailed in a previous publication [13]. As shown in
the inset, the unintentional doping (uid) concentration in the
“intrinsic” region is ~5 x 101> cm 3.

4. F(M) CALCULATION: SINGLE POINT
VERSUS PHOTOCURRENT-DEPENDENT
REFERENCE LINE

Unless otherwise noted, all excess noise measurements in this
paper were performed with an Agilent 8973 noise figure ana-
lyzer (NFA) at 50 MHz with a4 MHz bandwidth under 543 nm
He—Nelaser illumination on 100 pwm diameter devices.

Normally, the excess noise of an APD can be measured by
taking a fixed light intensity and varying the bias to achieve
increased gain. At each bias point, the noise is measured without
illumination and is subtracted from the noise measured under
illumination. Such a measurement results in a curve such as the
red points in Fig. 3(a). If the first bias point is at a sufficiently
low bias such that there is no gain (M = 1) and F (M) = 1, that
point can be used as a reference. Neglecting dark current, this
first point (Nyig) represents the terms 24 Lypoo RAf from (1).
The gain is determined by increasing the bias and taking the
ratio of the photocurrent to that of the unity gain point. F (M)
can then be calculated using the following expression:

F(M) = Nmeasured/(]vuniryMz)v (3)

where  Nneasured = 29 Iphoto RAF M 2F(M) is the measured
noise under higher bias with gain, M and, Ny is the noise of
the first unity gain point. This method works if there is little
error in the measurement of the first point. However, since every
subsequent measured bias point relies on the accuracy of the first
point, any uncertainty in the noise of the first point affects the
results of every other point along the line. With the noise figure
meter setup, the noise can vary on the order of £0.004 dB. This
uncertainty is represented in Fig. 3(b). The three black curves
represent the effect on the measured excess noise at the upper
end (4+0.004 dB), middle, and lower end (—0.004 dB) of the
uncertainty range. A significant change in the measured F (M)
isvisible.

An approach to circumvent this issue is to use a reference line
so that the measured points are independent of each other. This
approach is similar to one presented by Bulman ez a/. [14]. The
APD is biased at a low voltage (—10 V) to ensure unity gain and
unity F (M) and to ensure the device is fully depleted as seen in
Fig. 2(b). Then, at this fixed bias, the intensity of incident light
is increased, and the noise is measured. This measurement is
shown by the black points in Fig. 3(a) and represents only the
Lohoto contribution to the noise. The inset of Fig. 3(a) shows a
blown-up plot of this measured line. These points are then fit
with a line, and those fit values are used to calculate F (M) from
the points in red in Fig. 3(a) using the following equation:

F(M) = Nmeasured/(jvlineM)’ (4)
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Fig. 3. (a) Measured noise of a 100 pm diameter device under a
fixed illumination intensity with increasing bias (APD curve), the
measured noise under fixed bias (—10V) and varying illumination
intensity (p-i-n curve), and (inset) a blown-up plot of the p-i-n curve.
(b) Excess noise factor from the point method for different first point
uncertainties in black, and the excess noise factor from the line method
for different first point uncertainties in red.

where  Nneasured = 29 Iphoto RAS M 2F(M) is the measured
noise under higher bias with gain, M, is the noise of the black
line at the same photocurrent as the corresponding red point.
Note that only M is being divided instead of M? since Mipe
already accounts for one factor of M via the increase in pho-
tocurrent. The calculated F (M) using this method with the
same uncertainty in the first point as with the point method is
plotted as the red points in Fig. 3(b). For the red curves as the
noise of the first point changes, none of the subsequent points
are affected. Therefore, this line reference method offers a more
robust F (M) calculation compared to calculating F (M) based
solely on the first point.

5. FREQUENCY DEPENDENCE

For “high-frequency” noise measurements above 10 MHz (the
lower frequency limit of an Agilent 8973 NFA), an NFA can be
used in a configuration shown in Fig. 4(a) in which a bias tee is
used to simultaneously provide an isolated DC bias to a device
under test (DUT) and couple the AC response to the NFA.
Additionally, above 10 MHz, a group from the University of
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Fig. 4. (a) Noise-figure-analyzer-based setup for measurements
above 10 MHz. (b) Spectrum-analyzer-based setup for measurements
between ~20 kHz and ~400 kHz. (c) Excess noise factor versus gain
for the same 100 pm diameter device using the two different setups in

(a) and (b).

Sheffield has demonstrated a noise measurement setup using
a transimpedance amplifier (TTA) that can provide accurate
measurement results for high dark current and high capacitance
APDs [15]. However, neither setup is suitable for measuring
devices at frequencies under 10 MHz. A setup that can meas-
ure below 10 MHz is useful if, for instance, the DUT has a
bandwidth less than 10 MHz.

Figure 4(b) shows the schematic for such a setup that can
measure the F (M) of a device at as low as ~20 kHz. In this
setup, the DUT is probed with a ground-signal probe with
the positive link connected to the input of a Femto DLPCA-
200 TIA and the negative link connected to the positive port
on a Keithley 2400 SourceMeter. The negative port of the
SourceMeter is attached to the metal case of the TIA. The
output of the TIA is routed to the input of an Agilent E4440A
spectrum analyzer (SA). Since the TIA has a built-in AC couple,
a DC bias can be applied across the DUT, and the DC signal is
isolated from the SA. The TIA is set to the low-noise perform-
ance range with a transimpedance of 10° V/A. This gain was
chosen to ensure the TIA was not overloaded. The upper limit
of measurement frequencies for this setup is ~400 kHz and is
limited by the bandwidth of the TIA. This setup was designed
with the help of Leonardo DRS [16].

To confirm the viability of this setup, a 100 pm diameter
AlInAsSb APD was measured with the high-frequency NFA-
based setup in Fig. 4(a) and the “low-frequency” SA-based setup
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in Fig. 4(b). The SA was centered at 68.7 kHz with a resolution
bandwidth of 47 Hz. This measurement frequency was selected
because the system noise floor was low enough to detect the
noise of the DUT and avoid ambient noise sources. The results
of these measurements are shown in Fig. 4(c). Aside from the
first point, which is prone to increased uncertainty as previously
discussed, there is at most an 8% difference between the two
measurements.

6. WAVELENGTH DEPENDENCE OF F(M)

Another factor to consider when measuring F(M) is the
wavelength of light used as different wavelengths can lead to
drastically different F(M) measurements. The difference
originates from wavelength-dependent absorption, which can
lead to different carrier injection profiles. Typically, from the
infrared to the visible, the absorption coefficient in a semicon-
ductor material increases as the wavelength decreases. For short
wavelengths, such as 445 nm, the light is absorbed very close
to the incident surface. In a top-illuminated p-i-n structure,
this quick absorption enables pure electron injection into the
multiplication region. In many semiconductors, pure electron
injection is favorable because the impact ionization coefficient
for electrons is greater than that for holes. This, in turn, results
in a lower-£ factor resulting in lower F (M) at a given gain.
For longer wavelengths, such as 633 nm, much of the light
is absorbed throughout the muldplication region, resulting
in mixed injection with higher- factors and higher F (M) at
a given gain as both electrons and holes are injected into the
multiplication region.

Specifically, for the Alp7InAsSb-based APDs studied in this
paper, 445 nm (laser diode), 543 nm (He—Ne laser), and 633 nm
(He—Ne laser) light was used to measure F (M) under different
injection regimes. The approximate thickness x to absorb a
fraction 7 of the incident light (ignoring surface and interface
reflections) can be calculated using the following expression:

x =— (In (1 — 1) 4+ oGasbXGasb) /%70% + XGasb, (D)

where o799, is the absorption coefficient of Aly7InAsSb at a
given wavelength, ag,sp is the absorption coefficient of GaSb
at a given wavelength, and xg,sp, is the thickness of the GaSb
cap layer (30 nm). Using previously published absorption
coefhcients for Alp 7InAsSb [17] and for GaSb [18], the approxi-
mate thickness to absorb 99% of the incident light is 106 nm,
397 nm, and 706 nm for 445 nm, 543 nm, and 633 nm light,
respectively. Comparing these lengths to the structure from
Fig. 1 shows that 445 nm light should give essentially pure elec-
tron injection, whereas, 633 nm light results in a more uniform
mixed injection. F (M) was measured for these three wave-
lengths and is plotted in Fig. 5. It should be noted that the light
intensity for the three wavelengths was chosen to ensure that the
same photocurrent ~2 pA was measured at —20 V. The light
intensities needed were ~202 uW, ~46 uW, and ~21 uW for
445 nm, 543 nm, and 633 nm light, respectively. For these three
wavelengths, the 4 factor ranges from ~0.01 for 445 nm light
to ~0.09 for 633 nm light. For the 445 nm curve, F (M) scales
below the £#=0 curve out to a gain of ~10, a phenomenon
commonly seen in Sb-based APDs [1,11,19].
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Fig.5. Excess noise factor versus gain for ~21 ©W of 633 nm light,

~46 WW of 543 nm light, and ~202 W of 445 nm light.

7. GAIN CORRECTIONS

The final consideration with excess noise factor deals with the
determination of the gain. The easiest and most straightforward
way to calculate gain in an APD is to designate a point in the
“flat” region of the I-V as the unity gain point. With this defi-
nition, all current values above that unity point are considered
gain. In Fig. 2(a), there appears to be a broad flat region in the
photocurrent of the I-V after the device has fully depleted from
—5to —25 V. However, when the I-V is plotted on a linear scale
and “zoomed in” around the flat region as plotted in Fig. 6(a),
there is a slight slope in the photocurrent plot. This small
increase in current is attributed to the slight increase in carriers
diffusing from the p-contact region into the high-field 7 region
as the depletion width increases into the contact layers under
higher bias. It should be noted that the slope of this flat region
will increase as the background concentration of the intrinsic
region increases and as the doping concentration of the con-
tact layer decreases. Without taking this slight bias-dependent
responsivity into account, the gain can be simply calculated
by calling the current at —20 V unity and calculating the gain
with this reference point. The black curve titled point method is
shown in the inset of Fig. 6(a). Using this approach, the highest
gainat —46.5 Vis~17.3.

A straightforward method to account for this bias-dependent
responsivity is to fitaline to the flat region and define the current
along that line as unity. With this method, any current above
the line is considered gain. This method was used to fit a line
between —10 and —20 V. The result is the “Linear fit” line in
Fig. 6(a), and the resulting gain is plotted in the inset. It should
be noted that the max gain has been reduced to ~15.9. A more
precise way to account for this bias-dependent responsivity is
to use a fit presented by Woods e a/. [20]. The equation is as
follows:

I=A+B(V+Vp—ksT/q)"%, (6)

where / is the photocurrent, 4 and B are fitting constants, V' is
voltage, kp is Boltzmann’s constant, 7" is temperature, and ¢ is
the elementary charge. V) is the diffusion voltage expressed as

Vp = (kg T/q) In(N4Np/n?), (7)
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Fig.6. (a) The photocurrent from Fig. 2(a) plotted on a linear scale
with both the Woods fit and Linear fit, and (inset) the resulting gain
from a simple point fit, Woods fit, and Linear fit. (b) Excess noise factor
versus gain for each of the three gain calculation methods.

where N4 and Np are the p- and #-contact doping concentra-
tions, respectively, and #; is the background concentration of
the intrinsic region. For this device, N4 and Np are both 2 x
10" cm™ and from the inset of Fig. 2(b) 7; is ~5 x 10" cm™.
This method was used to fit a curve between —10 and —20V.
The result is the “Woods fit” line in Fig. 6(a), and the resulting
gain, extracted from the current above the fit line, is plotted in
the inset. With this fitting approach, the maximum gain was
~16.5.

Figure 6(b) shows the resulting 7 (M) when using the point
method, the Woods correction, and the linear correction. Using
the point method gives the highest gain and the lowest F (M)
since here the bias-dependent responsivity is treated as gain.
The linear correction gives the lowest gain and highest (M)
as it is a simple fit that attributes some of the gain above —20 V
to bias-dependent responsivity. The Woods correction gives
both intermediate gain and F (M) and is the preferred choice
for calculating gain as the fit accounts for the physical param-
eters of the structure and better captures the bias-dependent
responsivity compared to the linear correction.

8. CONCLUSION

We discussed four factors to consider when measuring the
excess noise factor for low-noise APDs. First, we showed that
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calculating F (M) based on a reference line instead of the first
measured point led to a more robust F (M) calculation that was
less susceptible to measurement uncertainty. We then presented
three potential setups for measuring excess noise that were valid
for different frequency ranges. Two setups were for frequencies
greater than 10 MHz and have been previously established. A
third design for a setup was presented that allows £ (M) mea-
surements at frequencies as low as ~20 kHz. Next, we discussed
the effects of illumination wavelength on the measured F(M).
Shorter wavelengths provided more pure electron injection into
the multiplication region, leading to lower measured F(M).
Longer wavelengths provided mixed carrier injection, leading
to an increase in the measured F(AM). Finally, we presented
three methods for calculating the gain in an APD and showed
their effects on the measured F (M). These four considerations
were important for evaluating excess noise measurements on
Sb-based, and more generally, low-£-factor materials.
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